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Complete Solutions to Miscellaneous Exercises 4

1. The given statement is false:

‘Every linearly independent set in [1" is an orthogonal set’.
1

2 1
Consider two linearly independent vectorssuchas u={0| and v={0| in[0".

0 0

These vectors are linearly independent but the inner (dot) product is
u-v=2+2=4

Hence u and v are not orthogonal so the given statement is false.

2. How do find an orthogonal basis for U from

X,=[1 1, 1 1], X,=[1 0, 0, 1], X,=[0, 2, 1, -1]?
Use the Gram Schmidtt Process (4-10) which is given by
(X wy) o (Xs0 W)

Let wlle,WZ:X2—<X2’ W1>wl and w, =X, - —Lw, =Lw,:
w [w|

Jue, |

Applying these we have w, = X, =

N Y

Evaluating each component of w, =X, —%Wl gives:
Wl

(X,, w,)= =1+0+0+1=2 and |w,| = =P +12+1+1 =4

O O K
e
e
e

1
Substituting these X, = g ,wy=| |, (X, wy)=2and |w,|" =4 into
1

S

, =X, - >——W, gives
Jw,
1 17 [1-1/2 1/2 1
- 0| 2|1| |0-1/2| |-1/2| 1|-1
271o| 4|1| |0-1/2| |-1/2] 2|-1

1 1] [1-1/2 1/2 1
Remember we can ignore the fraction %2 and find wj that is orthogonal to
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1 1
w, = i and w', = _1 [w', is 2w, that is we ignore ¥2]
1 1
Determining each component of w, = X, — (X V2V1>Wl X |W22>W'2 gives
Jwi [l
0|1
2|1
(X wi)=X;owy =| || =0+2+1-1=2

111

-1

|
}

1
) {1 =0+[2x(-1)]+[1x(-1) ] +[-1x1] =4

1 1]
||W'z||2= :i : :i :12+(—1)2+(—1)2+12:4

1] 1
| 1] 1
- 2 1 .1
Substituting these, X, = LWl W ) (X5, W) =2, (X;, w',)=—4
~1] 1] 1
Jwi [ =4 and w,|" = 4, into w, =X3—<X3’ V2Vl>Wl—<X3’ IWZZ>W'2 yields
[wi| [w]
1
2|11 -4]-1
W, = = |-—
1] 4(1 4|1
-1 1 1

0 1 1 0-1/2+1 1/2
2| 111 |1 2-1/2-1 1/2

1

+ J—
1| 2|1} |1 1-1/2-1 -1/2| 2(-1
-1 1 1 -1-1/2+1 -1/2 -1
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1
. . 1
Again we can remove the fraction and let w', = e Thus our orthogonal vectors are
-1
1 1
1 1 _1 1 1 H 1 1
W= wh=l and w', = . which means that {w,, w',, w';} formsan
1 1 -1

orthogonal set of vectors which is a orthogonal basis for U.

1 0 1
. 0 1 1 . .
3. (a) We are given that S = Span nanar and if these vectors are linearly
0| (1] |2
independent then they form a basis for S.
Let k;, k, and k, be scalars such that
1 0 1 0
0 1 1 0
k +k +k =
1l 1| 2] |o
0 1 2 0

For the given vectors to be linearly independent we need to prove that k;, =k, =k, =0.
Writing the above as equations we have

k, + k, =0 (1)
k, + k, =0 (2)
k + k, + 2k, = 0 (3)
k, + 2k, = 0 (4)

From equations (2) and (3) we have k, =k, =0. Substituting this into equation (3)
gives k, =0. Hence the given vectors are linearly independent because k, =k, =k, =0
therefore they form a basis for S. [Remember they already span the space S].

(b) We need to apply the Gram Schmidtt Process (4-10) which is:

W=V, W =V, _<V2 - >W1 and w;, :V3_<V3, V\zll> W1_<V31 V\22> 2
il [w|

! 1
2
wl

Let v,=| |, V,=

O F O -

0 1

1 1 . .

A and v, = 5 which are the given vectors.
1 2
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By using (4-10) we have w, = v, =

.For w, =v, - Ve, V¥1> w, so we need to find
w.

O — O

(v,, w,) and |w,|’:

o
1
(V,, W1>V2-Wl{1 { =0+0+1+0=1
1_
1)1
0|0
111
0|0

o b O -

=1+0+1+0=2

0 1
Putting v, = ! , W, = 0 , (V,, ;) =1 and |w,[" =2 into w, :v2—<V2’ V;’l>wl:
S o]
1 0
0 1 0-1/2 -1/2 -1
11 1|0 1-0 1 1l 2
Y=l T2 1| T w2 | T w2 |72 1
1 0 1-0 1 2
Remove the fraction so that the arithmetic for evaluating wj is easier, that is let
-1
W = 2
2711
2

How do we determine ws?

V,, W V,, W'
By using the above (4-10), that is W3:V3—< 3 l>w —< 3 2>W

2+

l ]
Jw, Jwy |
11]1
V., W, )= . . 0 =1+0+2+0=3
3 1 2 1
2110

-1

(Vg WhY=|_ |- i :[1><(—1)]+[1><2]+[2><1]+[2><2]:7

N N P

2
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-1||-1
[w[ = 21 2 =(-1)"+22+1° +2% =10
1 1
2
1 1 -1
_— 1 0 2 )
Substituting v, = o W=l , W' = . (Ve W) =3, (v, W) =7, |w =2
2 0 2
and |w’,|* =10 into w, =v3—<v3’ V;I1>W1—<V3’ 'W22>W'2 gives
Jw [l
1 1 -1
1] 3|0 7| 2
W,=|_|-=| |-—=
2| 2|1| 10| 1
2 0 2
1-3/2+7/10] 1/5 1
_| 1-0-14/10 | |-2/5| 1|2
2-3/2-7/10| |-1/5| 5|-1
2-0-14/10 | 3/5 3
Again we can ignore the fraction to simplify our calculations, that is let
!
W' = -2
Pl
3
Our orthogonal basis is {w,, w',, w';}. How do we convert these into orthonormal
basis?
By normalising each of these vectors:
1 -1 1
Wziwzio w' =LW' :i 2 and w', = ! w', = 1|2
B L B B e Y RV B R Ve R

0 2 3

Hence our orthonormal basis for S is {wl, w',, W's}.

4. (a)Let {v,, v,, ---, v,} be a basis of a Euclidean space V. This basis is
orthogonal if each of the vectors in the basis are orthogonal to each other, that is
<vi, vj>=0 where i # j
This basis is orthonormal if we also have
|vi[=1foran j=1 2 - n
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-1 0 1
(b) To show that the given vectors f,=| 0|, f,=| -2 |and f,=| 1 | form a basis of
2 3 4

[1° it is enough to show that they are linearly independent.
Let k,, k, and k, be scalars such that

-1 0 1 0
k| O|+k,| -2 |+k;|1|=|0
2 3 4 0
Writing these out as equations we have
-k, + k, =0 1)

- 2k, + k; =0
2k, + 3k, + 4k, = 0
From equation (1) we have k, =k, and equation (2) we have
Substituting k; = 2k, and k, = 2k, into the bottom equation:
2(2k,)+3k, +4(2k,) =15k, =0 gives k, =0
Substituting k, =0 into k, =2k, and k, =2k, gives k, =0 and k; =0.

2
3
, =2k, implies k, =2k, .

N TN~

7\—
I

-1 0 1
Thus the given vectors f,=| 0|, f,=| -2 |and f, =| 1 | are linearly independent so
2 3 4

they form a basis for [ * because by question 12 of Exercises 3.5 which says:
n linearly independent vectors in [ " form a basis for [ ".

We only need three linearly independent vectors.

(c) We need to apply the Gram Schmidt Process (4-10) which is:

W, =V, W, :V2_<V2, V¥1>W1 and w, :V3_<V3’ V\2/1>W1_<V3, V\;2> 2
v | [ | v, |
-1
By replacing v with f in the above we have w, =f =| 0| and w, =f —<f2’ W1>w:
y rep g 1= I 2 =1 7 W
5 Jw |
0 -1
(f,, w,)=f,-w,=| -2 |- 0|=0+0+6=6
3 2
-1\ (-1
I, =| 0| 0|=(-1)°+0%+2*=5
2 2
-1 0

Putting w,=| 0|, f,=| 2|, (f,, w,)=6 and |, =5 into w, :f2—<f2’ V\21>wl:
2 3 A
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0 -1
w, =| -2 8 0
3 > 2
0+6/5 6/5 6
=| -2-0 |=| -2 . -10
3-12/5 3/5 > 3
We can ignore the fraction and write this as
6
w', =| =10
3

What else do we need to find?
(fo, wy) — (fy, w)

w3 which is given by w, =f, — Iw ”2 W, — W' ”2
1 2

w', . Finding each component:

1) (-1
(fo w)=f-w, =| 1 || 0[=-1404+8=7
4 2
1 6
(f,, w',)=f,-w',=| 1|.{ 10 [=6-10+12=8
4 3
6 6
w5 =w,-w, =| ~10 -[—10 — 6% +(-10)" +3° =145
3 3
1 -1 6
Substituting f,=| 1|, w,=| 0|, w',=|-10|, (f;, w,)=7, (f;, w’,)=8,
4 2 3
| =145 and |w, |’ =5 into w, :f3—<f3’ V\;1>W1—<f3’ IW22>W.2 gives
"
1 -1 6
w,=1 —% 0 —% -10
4 2 3
1+7/5-48/145 60/29 4

=| 1-0+80/145 |=|45/29 =;—2 3
4-14/5-24/145 30/29 2
4
Again ignore the fraction and let w', =| 3 |.
2
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-1 6 4
Hence our orthogonal basisis {w, =| 0|, w',=|-10|,w';=|3
2 3 2

5. (a) We need to prove that an orthogonal set of non-zero vectors in [1 " are linearly

independent.
Proof.
Let {v,, V,, ---, v, } be an orthogonal set of non-zero vectors in [l " and
k., k,, -+, k,, be scalars such that
kv, +k,v, +---+k v, =0 *)
What do we need to prove?
Need to show that {v,, v,, ---, v, } is linearly independent which means prove that
k=k,=--=k,=0.

Consider the inner product (vl, O) = 0. Substituting (*) for the zero vector into this
gives
(vi, O)=(vy, KV, +kVv, +---+Kk v,

=k (vy, Vi) +k, (vy, v, )k (v, V)

=k V| +k, (0)+---+k, (0)  [Sincev,, v,, ---, v, are orthogonal]

=k v
We have k,||v,|* =0 but v, O [Not Zero] therefore k, =0.
By expanding (v,, O)=(v,, O)=---=(v,, O)=0 and repeating the above argument
we have k, =k, = ---=k_, =0. Thus we have k =k, = ---=k_ =0 which means that
{Vi, V,, ==+, v, } is linearly independent.

|
(b) We need to prove that
W=V, W)V, +(V, W)V, -+ (V, - W)V,
Proof.
We are given that B={v,, ---, v, } is an orthonormal basis of [ ". There exists scalars
k, Kk,, -+, k, such that
w=KkV, +K,v, +---+Kk.Vv,

Required to prove that k, =(v,-w), k, =(v,-w), ---, k, =(Vv, -w). Consider the inner

product of the vector v; (where j is any integer from 1 to n) and w:
VW=V, (kv +kV, +-+Kk v ) [Because W =k,v, +k,V, +--+K.V, |
=K (V) vy )+ (V) vy )+ kg (Vv )+ (Vo)
Because {v,, -+, vn}}

2
=k, (0)+K, (0) -4k, vy +---+Kk, (0
1( )+ 2( )+ + JHVJH o ”( ) is orthonormal

=k, ij H2 =k, [Because v, is orthonormal, normalised vector}
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Hence we have k; = v, -w. Since j was an arbitrary integer between 1 and n therefore
the result is true for any j, that is k, =(v,-w), k, =(v,-w),---, Kk, =(v,-w).
This completes our proof.

6. (a) The vectors w,, w,, w, in []* are orthonormal means that both the following
conditions are satisfied:
(wy, W,)=(w,, wy)=(w,, wy)=0 and

”Wl” = ”W2” = ||W3|| =1

0 1 5
(b) We need to convert v, =| 1|, v,=|1|, v, =| 4] into an orthonormal set by
1 0 6
applying the Gram Schmidt Process (4-10) which is
W, =V, W, =V, ——<V2’ V;/1>W1 and w, = v, — Vs, V\2/1>W1—<V3’ V\;2>W2
[wi| [wil [w,|
0
We have w, =v, =|1|. We need to evaluate w, =V, —wwl:
1 Jw
- 0
(V,, w)=v,-w, =|1|-|1|=0+1+0=1
i 1
0][0]
[ =|1]1]=0%+12+12 =2
1]]1)

1 0
Substituting v, =| 1|, w, =[ 1, (v,, w,)=1, |w,|" =2 into w, :VZ_MWl
Lowlt ]

gives
1 0
w,=1 1 1
2
0 1
1-0 1 2
=|1-1/2 |=| 1/2 _L 1

2
0-1/2| |-1/2 -1
Ignore the fraction so that evaluating w, is made easier, that is let
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What else do we need to find?

The vector w, which is given by WS:V3—<V3’ V\le>wl—<vs’ IW22> ,
[ Jw|
510
(Vg W)= =|4|-[1]=(5%0)+(4x1)+(6x1)=10
6|1
5][ 2]
(Vs W)=V, W', =4 ]| 1|=(5x2)+(4x1)+(6x(-1))=8
6|1
2] [ 2]
e =| 1] 1]{=2"+12+(-1)"=6
-1] -1
5 0
Substituting v, =|4 |, w,=|1|, w',=| 1|, (v, w,)=10, |w,] =2
6 1 -1
(Vs w',)=8 and |w',|* =6 into w, =v, - EY l—<v3’ IWZZ>W'2 gives
Jw, Jw|
5 0 2
w,=|al-2911]-8 4
2 6
6 1 -1
5 0 2 5-0-8/3 713 1

=|4]-5|1 —g 1|=|4-5-4/3|=|-7/3 =% -1
6| |1 ~1| |6-5+4/3| | 7/3 1

1
Again ignore the fraction and let w'; =| -1/.
1
0] 2 1
Hence our orthogonal vectorsin [1° are w, =|1|, w',=| 1|and w',=|-1[.
1] -1 1
We need to normalise these vectors so that we have an orthonormal set:
0 2 1
w —iw —i 1], w' —LW' —i 1|and w' —LW' —i -1
| T | el B
0 2 1
Hence our orthonormal set in [1 2 is 1 11, 1 1 1 -1
J— 1 \/6 -1 | \@ 1
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7. (@) Thenorm |x|| of x=(x, X,, X;, X,) isdefinedas
[X]|=y/{x: )
= XX :\/yx12+x22+x32+x42

We have

(2 -3 5 1)|=y22+(-3) +5 +1* =39
(b) We say two vectors x, y e[l * are orthogonal if
(x, y)=x-y=0
Checking the given vectors:
(0, 1, -1 1), (6, 3, 3, 27))=(0x6)+(1x3)+(-1x3)+(1x27)=27
Since (0, 1, -1, 1), (6, 3, 3, 27))=27=0 therefore the given vectors are not

orthogonal.

(c) An orthonormal set of vectors in [] *is a set of vectors where each vector is
orthogonal to each other and every vector has a norm of 1.
Checking Orthogonality:

(o010 [F Zo g
<(o, 0, 1 0), (% % >
&

[ & %)

Hence the given vectors are orthogonal.
Checking Normality:

o, 0. 1 0)-

]> 0+0+0+0=0

2 2
0))= —+0+0=0
}> \/30 «/30

6

% %

H + +O+O 1

Hf F

Each vector has a norm of 1.
Since all three of the given vectors are orthogonal and each has a norm of 1 therefore

{(O, 0, 1 0), (% :/—g 0, %j (% % 0, Oj} is an orthonormal

set.
(d) The Gram-Schmidt process (4-10) is given by
(v, W1>W

2 1
[w.

Let w,=v,, W, =V, —
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W3:V3_<V3’ Vlll> 1_<V3’ V\;2>W2
Jwi Jw|

W4:V4_<V4, V;/l> 1_<V4’ V\;2> 2_<V4’ V\2,3>W3
Jw,] Jw,| |

Applying this to the given vectors:
v,=(L 0 0, 0),v,=(1 1 0, 1), v;=(0, 1, 1, 1), v,=(0, L, -1 0)

V,, W
we have w, =v, =(1, 0, 0, 0).We need tofind w, =v, | ”2 ”21> w,
Wl
Evaluating each component of this we have
(V,, W)=V, W, = =1+0+0+0=1

|| =

1 (1
1]]0
o|lo
1) {0
1 (1
0|0
ollol™!
0) o

1 1
Putting v, = L W, = 0 . (V,, ;) =1 and |w,| =1 into w, :v2—<V2’ V;/1>W1'
0 0 Jw
1 0
1 1-1 0
1] 110 1-0 1
w,=| _[-=| |= =
0| 110 0-0 0
1 1-0 1
Next we need to find w, = v, Y V;I1>W1— (Vs V\:2>W22
Jw [w,|

o O O -

0
1
1
1
0
1
. =0+1+0+1=2
0
1}

S =)
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0)(0
W, | =w, -w, = (1) : é =02 +12 402 +12 =2
1)1
0 0
- 1 1 2 . -
Substituting v, = NAZSIPSE (Vs W) =0, (v, w,)=2 and |w,| =2 into
1 1
W3:v3—<v3’ V\ZI1>W1—<V3' V\g2>w2 gives:
Jwi w|
0 0 0-0 0
1 211 1-1 0
w, = —0w, —— = =
1 2|0 1-0 1
1 1 1-1 0
We need to find w4:v4—<v4’ V;Il>wl—<v4’ V\22>W2—<V4’ V\213>W32
[w. [w| [w
0)(1
110
(v, w,)= 1o =(0x1)+(1x0)+(-1x0)+(0x0)=0
0)(0

-1 .
0)\1
0
(Vy Wy) 1 : (1) =(0x0)+(1x0)+(-1x1)+(0x0)=-1
0)\0
0)(0
ol = we)=| || | [=07+ 07427 07 =1
0)\0
0 1 0 0
- 1 0 1 0 )
Substituting v, = W g b WeE] g WaE (Ve W) =0, |w,| =1,
0 0 1 0
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(v, W,) =1, |w,|* =2, {v,, w,;)=—-1and |w,|" =1 into

V,, W V,, W vV,, W .
4:v4—< 2 21>w1—< ! 22>w2—< ! 23>w3 gives
A [w.| [ws|
0 0 0 0-0+0 0 0
1 11| -1/0 1-1/2+0 1/2 1| 1
W4 = —OWI—— - = = = —
-1 2|0 1|1 -1-0+1 0 2| O
0 1 0 0-1/2+0 -1/2 -1
0
. 1
Ignore the fraction and let w', = 0 . We have our orthogonal set of vectors
-1
1 0 0
0 1 0 '
w, = 0 , W, = 0 , W, = 1 and w', =
0 1 0 -1

We need to normalise these vectors. Clearly w, and w, have a norm of 1 therefore we
do not need to normalise these.

0

woe Lo ti?
w7 2] 0

1

0

whoe Lot ?
Tl T o
-1

Hence our orthonormal basis is {Wl, W,, W, W'A}.

8. (a) Let A:@ zj . The norm ||A|| of Ae M (2, 2) is defined as

lAl= (A, A) =, /tr(ATA) *)
We have

T a c)ya b . (a b)Y (a ¢
tr(ATA)=tr Because A" = -

b d)lc d c d b d

a’+c¢® ab+cd

=tr

ab+cd b®+d?

Ca?abac?ad? Becrfluse t.he trace is t.he addition of
leading diagonal entries
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Substituting this tr (ATA)=a’ +b’+c +d” into (*) gives
||A||:«/a2+b2+c2+d2 ()
For the given matrix we have

@ _3 = 2 +(-3)’ +5° +1 =39

(b) Matrices A and B are orthogonal if (A, B)=tr(B"A)=0.
For the given matrices we have

(236 2]l 25
ﬂr{(g 237}[—(1) mztr[—; 390}3%30:27

Thus the given matrices are not orthogonal.
(c) Orthonormal set of matrices are a set of matrices which are orthogonal and have a
norm of 1.

Checking Orthogonality: We need to find (A,, A}, (A;, A), (A, A,):

1 0Y (0 1/42
(AZ,A1>:tr V2
0 0) (o 1/42
1 00 1/42
=tr \/_ :tr0 1/\/5 =0+0=0
0 0)lo 1/\2 0 0
(A, A)=tr 1 0)Y(0 0
#r o o)l oo
1 0Y0 0 0 0
=tr =tr =0+0=0
0 0)l1 0 0 0

0 1/42) (0 0
(A, Az)U[(O 1/&} (1 On

) 0 0 Yo 0)_ (0 O, . .
_t{[uﬁ 1/«/5}(1 0}}”(1/@ o]_ i

Since (A,, A)=(A;, A)=(A;, A,)=0 therefore the given set

DRSS

is an orthogonal set of matrices.

Checking Normality:

We also need to check that each of these have a norm of 1 to ensure they are
orthonormal. How?

We can use (X¥) above which is
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||A||:\/a2+b2+c2+d2 where A = a b
c d

A=l 8H=«/12+02+02+02:1

0 142 ’ 1
A = o+ 5] v [_j “1
Il [o 1/\/_J \/ V2 V2
|Af = ((1) SJH=\/02+02+12 +0° =1

Taking the square root of each we have |A,||=||A,| =[A,||=1. Hence the given set of
matrices are orthonormal.

(d) The first three matrices of the set {A,, A,, A,, A,} are orthonormal as shown in
part (c) above. We need to find a matrix A, which is orthogonal to A, A,, A, andis
of norm 1. How do we find this A, ?

Use Gram-Schmidt Process (4-10) which is
(v W> (v w} <V,W3>

W, =V = w, (%)

4 4 1 2 2 3
Jwi . [ws|

Let w, =A,, w,=A,, w, =A, because these are already orthonormal which also
means that [, =[A)[" =1 |, =[A;[" =1 and Jw[" =[A[" =1.
Let v, =B and w, = A, so substituting w,=A,, w,=A,, w,=A, and

Wi’ =[w, [ = Jws || =1 into (*) gives
A,=B-(B, A1>Al—<B, ADA, - (B, A)A, (**)

NN L N e
W A
: ﬂ— (oo

)
B
(B, A))=(A,, B)= J

(B, A,)=(A,, B)=t {
ol

Substituting (B, A,)=0, (B, A,) _E A;)=-1,B= ( 2 é} AF(; gj
2—{8 i;ﬁ} and A3—£ j into
A4:B—<B A>A <B, A2>A <B A >A (**)
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A <[ O 1)_0[1 oj_i{o 1/@]_(_1)(0 oj
-1 0 0 0) J2lo 1/42 10
(o 1}_1[0 1]{0 oj
1 0) 20 1) (1 0
0-0+0 1-1/2+0
“l-1-0+1 0—1/2+oj

_0 1/2_10 1
o -1/2) 2l0 -

0
Remember we can ignore the fraction and let A', = (0

1
J . This matrix is orthogonal
to {A,, A,, A;}. Weonlyneed to normalise A',:
0 1 2
=40 +21°+0° +(-1)" =42
b E

Hence the normalised matrix is

|A]=

_ 1A _L(O 1]
AT T2l
(e) How do we find the given scalars 4, 4,, 4, 4,?
By using:
Proposition (4-11). Let {v;, V,, V5, -+, v,} be an orthonormal set of vectors and
ueV then

Ay

u=(u, Vi)V, (U, V)V, +{U, Vo)Vy+---+{U, V,)V,
1
Let C:(O 2) Note that C is the identity matrix, thatis C=1.

C=AA + LA, + LA, + LA,
where 4, =(C, A), 4=(C, A,), 4 =(C, A)) and 2, =(C, A',).
Since C=1 we have for k=1, 2, 3 and 4:
ﬂk:<C’ Ak>:<|’ Ak>
=(A, =tr(I'A )=tr(1A,)=tr(A,)
We use this 4, =tr(A,) tofind 4, 1,, 4, 4,:
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sl
o il
1Uz)| 2
“Hi’ o)
{% o )%

Hence 4 =1, 4, = J’ 2,=0 and 2, __ﬁ

tr[A,]=tr

9. (a) The length of the vector v =2q, —3q, +2q, is given by evaluating the norm of
this vector. We have

|[VIF =(20, -3q, +2q,, 2q,-3d, +2a;)
=4(q,, 9,)+9(a,, 0,)+4(q,, d,) [Because q,, q,, q, are orthonormal]
= 4| +9fa | + 4|
=4(1)+9(1)+4(1) =17 [Because q,, q,, g, are orthonormal]
Taking the square root gives ||v| =

(b) We are given that q,, ,, g, are orthonormal vectors in [1*. We need to convert u
so that it is an orthogonal vector to q,, q,, g, by applying Gram-Schmidt (4-10):

u, u, u,
_{ q;>ql < q§>q2 < q§'>q3
ot |t lats

Since g1, 02 and g are orthonormal vectors therefore ||q1||2 = ||q2||2 = ||q3||2 =1. Thus the
above can be written as
=u—(u, 9,)d,—(u, 9,)d, —(U, G5)d; LBecause ||q1||2 :”q2”2 :”%”2 =1J

However this vector w is not normalized. How do we normalize this?
The normalized vector is given by

W:ﬁ where w=u—(u, g,)a,—(u, d,)d, —(u, d,)d,

(c) We have u =2q, —3q, + 2q, which means that the vector u is linearly dependent on
d,, d,, 9,. Gram Schmidt cannot be applied to linearly dependent vectors.

10. Finding w,, w,, W, in [° such that w; -w; =0 means that we need to find

orthogonal vectors. How?
By using the Gram-Schmidt Process (4-10):

(Vo W)
2
(A

(v, W> <V3’ w,)

W, =V, W, =V, — Wy — 7 W,
Jw I |

w, and w, =V, -




Complete Solutions Miscellaneous Exercises 4 19

0 0 0
1 1 1
We have w, = v, =| 0|. Substituting v, =| 1 [ and w, =| 0| into (v,, w,) gives
1 0 1
0] 0] 0]
o7 Tol
1|1
(V,, w;)=|1]0|=0+1+0+0+0=1
0|1
_0_ _0_
o7 Fol
1|1
| =[0[-|0|=0%+12+0% +12 +0? =2
111
0[]0
Hence we have -
0 0 0-0 0
1 1 1-1/2 1/2 1
WZ:VZ—MWI: 1 —10 = 1-0 |=| 1 =1
[wi ol “l1] |o-w2| |-w2| %4
o] |o] [o—0o] | o] [ o]
- o
1
Ignore the fraction and let w', =| 2 |. What else do we need to find?
-1
L 0_
The vector wz which is given by w3:v3—<V3’ V\211>w1—<v‘°” W22> ,
Jw [w
010
1111
(v, w)=|0|-|0[=0+1+0+1+0=2
1111
_1_ _0_
01T ol
1 1
(v, Ww,)=[0-| 2|=0+1+0-1+0=0
111
_1_ L O_
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We do not need to evaluate the remaining parts because (v,, w',)=0 which means

(Vs W1>W 0 Dy (Vs W)

W, =V, — - w AR
W T wl T

0 0] [0-0] [O]
1 1 1-1 0
(Vg W) 2

W,=V,————=W,=0(-=|0|=/0-0|=0
[wi 1| %l1] |1-1] |o

1] |0] [1-0] |1]

0] 0] 0]

1 1 0
Thus our orthogonal vectorsare w, =| 0|, w',=| 2| and w,=|0]|.
1 -1 0

10| | 0] 1]

11. () and (b). We need to find the vectors v=[v,, v,] and w=[w,, w,] such that
(v, w)=3v,w, +2v,w, =0
Rearranging this we have
3v,wW, = -2V, W,

2
iW, = - 5 VoW,

Let v,w, =-3. Let v, =—1 and w, =3. For these values we have vyw, =2. Let v, =2
and w, =1. Our vectors are
v=[v, v,]=[2, —1] and w=[w, w,]=[1 3]
Since we are given that dot product of v=[v,, v,] and w=[w, w,] isnot zero
which means that:
(V, W)=v,W, +V,W, %0
We need to check this holds for v=[2, -1] and w=[1, 3]:
(V, W) =V,W, +V,W,
=(2xl)+(—1x3):—1¢0

12. To find an orthonormal basis we apply Gram-Schmidt Process (4-10) which is

W, =V, W, =V, ——<V2’ V;/1>W1 and W, = v, — (v, V\2/1>w1—<v3’ V\22>W2
[wi| Jwi| [w|
1
The given inner product is (f, g) =I f(x)g(x)dx.

-1
We need to find an orthonormal basis of space V spanned by {1, x}.

——<V2’ V\2/1>W1:
|

Let w, =v, =1 and v, =x. We need to determine w, =V,
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This means that our given vectors were already orthogonal. Since v, =x and w, =1
are orthogonal therefore w, =v, =X.

Our orthogonal basis is {1, x} . We need to normalise these vectors to obtain a set of
orthonormal basis.

Evaluating |’ :

= jl(lxl) dx=[x]}=1-(-1)=2

w, 1 2
=t =— Because |w, || =2 from above
Similarly we have w, = ” ” From above w, =x but we need to find |w,|:
2
w. I =(x, x)
1
= j XX dx

- o[ %] )2

Taking the square root gives |w,| = \/g Substituting w, =x and |w,||= \E into

W, = gives
w, | 2||
w,=—*__ |3
2 J213 \2
. 1 3
Hence our orthonormal basis is < —, .|—=X;.
L2 N2

13. (a) We first need to show that (A, B> :tr(ATB) is an inner product (tr() is the

trace of the matrix).
By definition (4-1) an inner product satisfies:

(@) (u, v)={v, u) [Commutative Law]
(b) (u+v, wy=(u, w)+(v, w) [Distributive Law]
(©) (ku,v)=k(u, v)



Complete Solutions Miscellaneous Exercises 4 22

(d) (u, u)>0 and we have (u, u)=0 ifand only if u=0
Checking (a):
a b e f
A=| Let|and B= then
c d g h

(A, B)=tr(A'B)
()
(3L )

ae+c *
o

B ** b +dh

The * and ** signify that we do not need to evaluate these entries because the trace of a
matrix is the addition of the leading diagonal elements.

Evaluating (B, A)=tr(B'A):
(B, A)=tr(B'A)

s )
()

_ofoeroef —ae+gc+ fo+hd=(A, B)  [From Above]
+#+  fo+hd

Hence we have (A, B)=(B, A)which means that (a) holds.
Checking (b):
We are assuming tr (A+B)=tr(A)+tr(B).Let CeM, ,(0):

(A+B, C)=tr|(A+B) C|

j:ae+cg +bf +dh

~t[(AT+BT)C]  [Because (A+B) =AT+B' ]
=tr[ A'TC+B'C]|
=tr[ A'C]+tr[B'C|=(A, C)+(B, C)
We have (A+B, C)=(A, C)+(B, C) which means that part (b) holds.

Checking (c):
We assume tr ((kA)B) =k [tr(A

w
—
L1

=tr(kAT, B)=k|[tr(A", B)|=k(A, B)
Since we have (kA, B)=k(A, B)therefore part (c) holds.
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Checking (d):
We have

(
ffs 4] 2)
(S

2 2 n
=tr a+c ' =a’+c’+b*+d?*>0
7?2  b%*+d?

This means (A, A>:az+c2+b2+d2 >0. Also
(A, A)y=a’+c’+b*+d*=0 < a=b=c=d=0

00
With a=b =c=d =0 which means we have A:{O 0}:0.

Hence part (d) holds.
Since all four parts (a), (b), (c) and (d) of definition (4-1) is satisfied therefore
(A, B)=tr(AB) isan inner producton M, , (7).
_ 1 2 3 3. .
(b) The distance between A = L 0} and B = L 2} is given by

|A-B|" =(A-B, A-B) (*)
2 -1

10| |1 2 0 -2

a-ef ={ ﬂ o)
(3 30 3)
(% 2% 3)

4 2D
=tr =4+5=9
5

1 2] |3 3
Carrying out the subtraction A-B = { }—{ } :{ } . Substituting this into

(*) gives

2
Taking the square root gives |A—B| = J9=3,

1 2 3 3
(c) The angle & between A:{1 0} and B:L 2} is given by

cos :<A’ B)
O ®

We can evaluate each component:
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tr

[AI =(A, A)=tr(ATA)

['1 2“1 2}}
—tr
1 0]]10
2ol ol 8
=tr =2+4=6

2 0f[1 0 2 4
Taking the square root gives ||A| = J6 . Similarly we have

B =(B. B)=tr(BB)

3 3][3 3
—tr
1 2|1 2
3 173 3 10 11
—tr —tr —10+13=23
3 2|1 2 11 13

Taking the square root gives ||B||= J23.
Evaluating out the numerator in the above (£):
(A, B)=tr(A'B)

{03
ol aff e )

Substituting ||A||=\/§ ||B||=@ and (A, B)=10 into (£) gives:

=tr

N

(A, B) 10
cos(6)= =
|All8l - V623
Taking inverse cos yields:
10
0=cos™| ——— |=31.65°
cos ( 7 23}

14. We are given that f(t) =c, +ct+c,t” and f(%) =0. Substituting t :% into

f(t)=c,+ct+c,t® gives

1 1 1Y c c
fl=|=c,+c| = |+C,| = | =C,+=2+-2=0
@ °Cl(2j @ PR

Multiplying both sides by 4 gives
4c,+2c,+¢c,=0 = c¢,=-4c,—-2¢C *
We are also given that f(t)=c,+ct+c,t* is orthogonal to 1+t :
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<1+t, c, +ct +c2t2>

(1+1)(co +ot+c,t?) dt

(co+et+Ct?)+(ct +ct® + czta)] dt

Il
Ot O o -
1 1

Co+ (€ +Cp ) t+(c, +¢ )P +c,t° | dt
1
(cl+co)t2+(c2+cl)t3+c2t4
3 4
(c,+¢) (c,+¢) ¢,

=Gt 3 ta = 0 [Because of orthogonality |

Multiplying the last equation by 12 gives
12c, +6(c, +¢,)+4(c,+c,)+3c, =0
18c, +10c, +7¢c, =0
Substituting ¢, =—4c, —2c, which is (*) above into this last equation
18c, +10c, +7c, =0:

=| Ct+

0

18c, +10c, +7(-4c, —2¢,) =0
—-10c, —4c, =0
10

c=—=—C¢
1 4 0

Let ¢, =4 then ¢, = —%(4) =-10. Substituting ¢, =4 and ¢, =-10 into
c, =—4c,—2c, gives
c,=—4(4)-2(-10)=4
Thus we have ¢, =4, ¢, =-10 and ¢, =4 which yields that
f(t)=c,+ct+ct? =4-10t+4t°
A basis for the given subspace S is {f (t)=4-10t +4t2} :

15. We can start with standard basis for P, which is the set of all quadratic polynomials
and then apply Gram-Schmidt process to convert into an orthogonal basis. What is the
standard basis for P,?

{1 x, x*}. Let v, =1, v, =x and v, =x*. Gram-Schmidt Process (4-10) s

W, =V,, W, =V, <V21 W1>W1 and W :V3_<V3, V\211>W1_<V31 V\22> 2
[w| [w |

s

1
The inner product is given by (f, g) = If (x)g(1-x)dx.
0

We have w, =v, =1. We need to determine w, by using the above formula. We have
v, =X and w, =1 which means that we can evaluate
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—

(v, wy)=(x, 1)=[x(1)dx

wi ] =(1. 1)

Il
Ot O o

>

o

X

Il
1
N|><N
| I
o [l

Il
N |-

Substituting v, =x, w, =1, (v,, W1>=1 and |w,|* =1 into w, =v2—<V2' Vgl> L
2 [w.
1 1
W, _X_E(l):X_E
What else do we need to find?
(v, wi) (Vs W)

W,=V,— W, —
T wl

Evaluating each of the components gives:

given that g(x):x—%:

\_/w

In the next two evaluations we need to find g(l— X

1 1
1-X)=1-X——=—-X
9(1-x) 575 ()
We have
(v, w2>:<x2, x—%> {Because W, :x—% from above}

X (l—x dx [By (1)]

1
} _ o111

0o Substituting Limits 6 4 12

|
INI RN

Also
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_ 1 1 1
Substituting v, =x?, (v,, w1>=§, vy =1, w, =1, (v, W2>:_E’ W, T
and w, —x—1 into w, =v3—<v3’ V\2/1>W1—<V3’ V\;2>W2 gives

2 Jwi [w.|

W3 :X2 _1(1)_L/12(X_lj
3 -1/12 2

16. We need to show why (A, B)=tr(AB) is not an inner product.

a
Let A:[
C

b
dj . We can check that part (d) of definition (4-1) does not hold, that is

(d) (u, u)>0 and we have (u, u)=0 ifand only if u=0
It is enough to show that for particular entries a, b, ¢ and d of matrix A we have
(A, A)<0.Evaluating (A, A) by using (A, B)=tr(AB):
(A, A)=tr(AA)

()
:tr[a2+bc *

**  ch+d?

Now chose any values of a, b, ¢ and d so that 2bc <a® +d?. For example let a=d =1
and b=1, c=-2 then from above we have

(A, Ay=a*+2bc+d? =1"+2(1)(-2)+1*=-2<0
Hence we have (A, A} <0 which means that part (d) of definition (4-1) fails so
(A, B)=tr(AB) cannot be an inner product.

]=a2+bc+cb+d2 =a?+2bc+d?


acauser3
스탬프
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17. Remember Proposition (4-11) is:
Let {v,, V,, Vg, -+, v,} be an orthonormal set of vectors in an inner product

space V of dimension n. Let ueV then
u=(u, v)v, (U, V)V, +{U, Vo)Vy+---+{U, Vv, )V,
Proof.
Since {v,, V,, vy, -, v, } is an orthonormal set of vectors so they are linearly

independent which means that they form a basis for the inner product space V because
V has dimension n. Let ueV then there exists scalars k;, k,, k;, ---, k, such that

u=kv, +K,v, + kv, + ---+k v, *)
Required to prove that k; :<u, vj> for j=1, 2, 3, ---, n. Consider the inner product
(u, v;) forany j=1,2 3 -, n
<u, vj>:<k1vl+~~+kjvj+ etk v vj> [By (*) u=kVv,+ +kv,]

n n?

:kl<v1, vj>+~~~+kj<vj, vj>+ ---+kn<vn, vj>

=k, (0)+---+k, HVJ.H2+ «++k, (0)  [{vy,. v,} areorthogonal ]

=k, ij Hz =k; (1)=k, [Because v, is orthonormal}
Hence we have shown that k; =(u, v;) forany j=1, 2, 3, ---, n. Substituting this
K; :<u, vj> into (*) gives us our required result:

u=(u, Vi)V, +{U, V)V, +{U, Vo)Vy+---+{U, V)V,

18. We need to use Gram-Schmidt Process (4-10) which is:
(v w,) (Vs W> (vs, W,)
l 2 2
Jw, Jwa [w,|

Let v, =1, v, =X, V,=X°, v, =X. Applying Gram-Schmidt we have w, =v, =1.
1

The inner product is given by (f, g) = I f (x) g(x) dx. We need to find
-1
(Vo W)

2
waf

(Voo wy)=(x, 1)

j dx{ T E E[12—(—1)2}:0

_1 Substituting Limits 2

W, =V, W, =V, — w, and w, =V, —

w; by evaluating each component:

2

What does the zero result S|gn|fy?
Means that x and 1 are already orthogonal therefore w, =X.

(Vo W) (Ve W)
1 2"
il

Next we determine each of the components of w, =v, —
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:jXZ(l)dx{X?T _ 1[13_(_1)3]%

_1 Substituting Limits 3

1 471
1 4
x? (x)dx = | x*dx = X—} = Z|11*—(-1) |=0
1 ( ) :"1 |: 4 _1 Substituting Limits 4 [ ( ) }

As above this (v,, w,)= <x2, x> =0 means x* and x are orthogonal.
Substituting v, =x?, (v,, wl):g, |w," =2, w, =1 and (v,, w,)=0 into

(Vs, W1>W (V3 W,)

3=V~ z 1T 7~ W, gives
[wi| w|
w, =X —27/3(1)—sz
= X2 —l
3
What else do we need to find?
w; which is given by w, = v, Ve V;/1>wl—<v4’ V\;2> , Ve V\zl3>w3. Evaluating
[wi v, v

each of these we have
(Vy, W)= <x3, l>



Complete Solutions Miscellaneous Exercises 4 30

Substituting v, =x°, (v,, w,)=0, (v,, W2>:§’ I, | =3 W, =X and

(v,, w,;)=0 into w4:v4—<v4’ V;I1> l_<v4, V\;2> 2—<V4’ \I\2/3>w3 gives
[ [w| [w
215
w, :X3—OW1—2—/3X—OW3
=3y
5

1 3
Thus our orthogonal vectors are w, =1, W, =X, W, = X* -3 and w, =x° _EX'

How do we find an orthonormal basis?
We need to normalise these vectors:

W, = w :L(x)zﬁx {Because [w, | :E}
2w, V213 2 273
For the remaining two vectors we need to find |w,| and |w,]:

[wsll = (ws, ws)

(gﬂg]_((—nia—nﬂ;}g

5 9 9

Taking the square root gives |\w;||= ,/% . Similarly we have
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:<x3—§x, x3—§x> [Because w4:x3—§x}

+
7 25 25 7 25 25

_(z_ﬁaf+s<1>3J_[<—1>7_6<—1>5 3(—1>3J 8
Taking the square root gives |w,||= ,/% . We have

w :Lw :#(xz—lj Because ||jw,||= 8
ST N Va5
)
8 3
_ [ox5(3x* -1 _3\ﬁ X -1) §(3X2_1)
“\ 8 3 ) sl 3 | \s
w =Lw =;(x3—§xj Because |w,||= 8
Yow,| t BT 5 ‘1 \17s
175 ( 5x° —3x
_\/?[ 5 j
_ [25x7(5x°-3x 5|7 5x3 —3x :\ﬁ(st_:gX)
\/ 8 5 sl 5 8

Collecting our orthonormal basis vectors we have

{% \/gx, \/g(3x2 -1), \/Z(5x3—3x)}

Note that the first two vectors are the normalised vectors found in question 12.

19. We need to find an orthonormal basis for the column space C(A) of the matrix
1021
A=
2
0
What is the column space C(A) equal to?
It is the space spanned by the vectors in the columns of the given matrix A:

A~ 01 B

3
1
0

o O w
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N O -

C(A)=Span

0) (4) (0) (O

You can show that these vectors are linearly independent. Why do we need to check that
these vectors are linearly independent?

Because we need to convert these vectors into an orthogonal basis which means that we
need to use Gram-Schmidt Process (4-10) and this can only be applied if the given
vectors are a basis to start of with.

1 0 2 1
1 3 3 _ _
Let v,=| |, V,=| _|, V,=| |, Vv,=| _|.Applying the Gram-Schmidt Process
2 5 1 0
0 4 0 0
1
(4-10) we have w, =v, = (2) . We need to find w2=vz—% X
Wl
0
0)(1
(v,, w,)= L0 =0+0+10+0=10
2oV s 2] B
4)10
1) (1
[w, | = O =rs0r ez 4005
212
0)\0
0 1
Substituting v, = ! , W, = 0 and Ve, V;I1>—_:2 into w2:v2_<V2’ V;’1> X
5 2 5
w | Jw
4 0
0 1 0-2 -2
1 0 1-0 1
W2 = —2 = =
S) 2 5—-4
4 0 4-0
Next we find W3=v3—<v3’ V\2/1>w1—<v3’ V\;2>W22
A [w.|
2) (1
3110
(Vo wi)=| ||, [=2+0+2+0=4
0) (0
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-2

2
3 1

(Vi W,)= 1 =—4+3+1+0=0
0

2 1
- _— 3 0
This means that vz and w; are orthogonal. Substituting v, = Ll w, = 5|
0 0
M:i, and (v,, w,)=0 into w, =v,— (Vs W> W, — Y V\:2>W2 gives
TR |
2 2-4/5 6/5 2
3| 4|0 3-0 3 3| 5
w,=| |-=|_|-0w, = = ==
1| 5|2 1-8/5 -3/5| 5| -1
0 0 0-0 0 0
2
Ignore the fraction and let w', = _i . What else do we need to find?
0
wy Where w, =V, — (Va, W> W, — Ve V\;2> 2—<V4’ Wl3>w'3.Wehave
Jw, | ws
1
3110
. =1+0+0+0=1
0]]2
L 0
1) (-2
3 1
(V,, W, )= O} . =-2+3+0+0=1
0 4
1 2
' 3 5
(v,, w'y)= OJ- ) =2+15+0+0=17
0 0



Substituting v, =
(Vy W,) _1

wal” 22
we have

Again ignoring the fraction and let w', =
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2\ ( 2
| = >|| °|_4+254140-30
~1]] -1
o/{ 0
1 1 -2 2
3 0 1 50 (v, w,) 1
o Wis| | W] oWt —1’<||;v||21>=§’
1
0 0 4 0
(Ve W) _17 into
w30
o Avew) (v, W) (v, W)
ST e T e
1 1 -2 2
3| 1/0| 1| 1| 17| 5
W, = —— - I —
ol 5/2| 22| 1| 30|-1
0 0 4 0
1-1/5+2/22-34/30
3-0-1/22-85/30
T 0-2/5-1/22+17/30
0-0-4/22-0
~8/33) (-16/66 —4
| 4/33] | 8ie6 | 4| 2
| 4/33 8/66 | 66| 2
~4/22) |-12/66 -3
—4
2 .
5| Our orthogonal basis is
-3
1) (=2 ( 2\ (-4
o | 1 2
20 1| -1 2
0 0) (-3

20. Need to prove that if u is orthogonal for every veV then u=0.
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Proof.
Since we are given that the vector u is orthogonal for every v eV therefore

(u, v)=0 forevery veV
Let u=v then by the above we have (u, v)=(u, u)=0. By Definition (4-1) part (d)
we have (u, u)y=0 < u=0. This completes our proof.

21. We need to prove that if u is orthogonal to v then every scalar multiple of u is also
orthogonal to v.
Proof.

We are given that (u, v)=0 because u and v are orthogonal. Consider (ku, v)=0
where k is any scalar. We have

(ku, v)=k(u, v)=k(0)=0
Thus ku and v are orthogonal which means every scalar multiple of u is orthogonal to
V.

|
22. We need to prove
KV +XVy + b XV, YV YoV, + ook YoV ) S XY+ XY, o XY,
Proof.
We are given that {v,, v,, v;, ---, v, } isaset of orthonormal vectors. This means
that <vi, vj>:0 (i=j)and |v,|=1for i=1 2,---, n. Applying this we have
<X1V1+”'+Xnvn1 y1V1+ et ynvn>: X1y1<vl’ Vl>+“'+xnyn <Vn’ Vn>
= XYVl +o+x, v
=XYoo XY,
Thus we have our required result.
| |

23. Need to prove that if u=v then d(u, v)>0.

Proof.
By using the definition of distance function we have

d(u, v)=[u-v|
By the properties of norm given in Proposition (4-2) part (a) which says:
lu|=0 [Non-negative]
We have d(u, v)=|u—v|=>0. Since we are given that u v which implies u—v =0
[Not Zero] therefore by the same proposition part (ii) which says:
u|=0 < u=0
We must have d(u, v)=|u—v|>0 which is our required result.

(b) We need to prove d(u, v)<d(u, w)+d(w, v).
How do we prove this result?
By using Minkowski’s Inequality (4-4) which says
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Ju+v] <|ull+[v]
Proof.
We have d(u, v)=|u—v]|. By rewriting this
Ju=v]=[u-w+w-v]|
Applying Minkowski’s Inequality (4-4) to this we have
Ju=v][=[(u-w)+(w-v)
< Ju—w]+|w-v|
=d(u, w)+d(w, v)

Hence we have our result d (u, v)<d(u, w)+d(w, v).





