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1. (8 Wearegiven Q = (1 J . Taking the transpose of this matrix and

evaluating Q' Q gives:
1 1)1 1) 1(2 0}
QQTTl—ll—l 2l0 2)

(b) Similarly we have

11(3 4)(3 4) 1(25 0
QQ_"(4 —3}(4 —3}%(0 25]_

(c) We have . .
Q- (°°S§;’§ o) ot -
0 sn*()+eos’(@) o 10 1

2. By Proposition (4-13):
If Q isan orthogonal matrix then Q' =Q" .
All the matrices in question 1 are symmetrical orthogonal matrices which means

Q" =Q. Hencein each casewe have Q' =Q" =Q which meanstheinverseisthe
same as the given matrix.

3. (a A=

o O Bk
o N O

0
0 | isnot an orthogonal matrix because the second and third
3

column vectors, (0 2 0)T and (0 O 3)T , of matrix A are not normalized.
1 1

1 1
(b) We are given the matrix B:% 1 1 . Since matrix B is not square so not

1 -1
orthogonal.

(c) With all the square rootsin the matrix it looks asiif it is orthogonal but we need to
check. Evaluating the dot product between each of the column vectors of C:

1/42) (1/4/3
~1/2 || 1743 —(

o [l W2 I] (%%jo



Complete Solutionsto Exercises 4.4 2

12\ ( 1/6
vzl ude = A Lo
o || arr| W2 Jue e
L3 [V 1 1 1 1 1 (-2
1B 16 |=| —=x—— |+| —=x— +(—x_— -0
ol o FEHEREFR

All 3 column vectors of matrix C are orthogonal. It is straightforward to check that
each of these column vectors have alength of 1 so they are also normalized. Hence
matrix C is orthogonal.

12 143 1/46) (142 -1/42 0
Theinverse Ct=C" =| -1/vJ2 1//3 1/V6 | =|1/3 1/43  1/3].
0 1/J3 -2/6 1/J6  1/6 —2/+6

ab
4. We are given that matrix A is orthogonal where A = [c dj . We have

b b
al. =ab+cd=0 < a and are orthogonal
c)\d c d

b) (b
Also [j(ij =a’+c’=1and (dj(b] =b? + d? =1. This means these vectors

b
(ij and (dj lie on the unit circle and are perpendicular to each other.

154

15+
W

5. Let (a b c)T be the third column. Since we want to create an orthogonal matrix,
the entries a, b and ¢ must satisfy:

1 i 1
O|'|b|=—=(a-¢c)=0 = a=c
-1)\{c
1 h (e 1 1
—|1|-|b|=—=|a+b+c = —(2a+b[=0 = b=-2a
\/:-3> 1 c \/\-7))[ ]&bsitmngacﬁ[ ]

Wehavea, b=-2a and c=a.Wealsoneedthenormof (a b c)' toequal 1:
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a+b’+ct=1 = a2+(—2a)2+a2:6a2:1

, 1 1
= a’'=— = a=t—
6 6
1 2 1
We have two vectors a=—, b=—-— and c=— and
J6 J6 6

1
a=———

2
, — and c=-
J6 J6 J6
The two possible orthogonal matrices are
173 1J2 16 U3 12 -1/6
/3 0 -2/J6| or |1/N3 0 2/J6

1/3 -1/J2  1/+6 1/J3 -1/VJ2 -1/6

(on

1
) to the vector u :(Oj gives

2]
5

—cos(q )

()

""""""""""""

The orthogonal matrix Q rotates the vector u by an angle q counter-clockwise.

7. (i) By the solution to question 4(b) of Exercises 4.3 we have

1t L [
Uu=—71,u,=—7—|-2|andu,=——| O
1\/:—31 2\/6 ) 3\/5 .

/3 146 -1/\2
Hence Q=(u, u, u,)= 1/:/3 -2/+/6 0 |. Simplifying these entries by
13 16 142

using: ] i
1 J2 2 Multiplying numerator

B V23 e | and denominator by /2 |

1 J3 3 [ Multiplying numerator |

NERNENANG  and denominator by /3|
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Gives
J21J6 116 3146 J2 1 -3
-|V21J6 216 0 =%J§ -2 0
J21J6 116 316 2 1 3

Transposing this gives

. V2 2 2
Q' =—1| 1 -2 1
JE—@ 0 3
We have
f J— \/_ 2 -1 -1
R:QTA_ 2 0 2
0 \/;—J, 2 -1 3
6\/_ —2\/_ 42
-2
0 43

The QR factorization of matrix A is

V2 1 VB2 2v2 42

A-OR=—2112 22 ol 0o =2 -2

2 1 Bjlo 0 43

(ii) We need to solve Ax=b where b=(-3 8 9)T . Equivalently we solve
Rx = \here Q'b=c

Evaluating Q'b=c.

. 2 2 J2)(-3 . 142
T=—4Ad 1 -2 11| 8l=—| -10

Ob=T75 NG
3 o0 B9 1243

Equating thisto Rx gives

62 242 42)(x . 142
Rx=——| 0 -2 2 - —| 10

J6 J6
0 0 4J3)\z 123

From the bottom row we have

4J3z=12y3 = z=3
Expanding the middle row we have
-2y-2z=-10 = -2y-6=-10 = y=2
By the top row we have
6v2x— 22y + 42z =142
6x—-2y+4z=14 = 6x-2(2)+4(3)=14 = x=1
Our solutionis x=1, y=2 and z=3.
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(iii) Weneed to solve Ax=b where b=(-5 12 11)T . Equivalently we solve
Rx=¢ where Q'b=c
Evaluating Q'b=c.
. V2. V2 V2|5 . 182
b="F- 1 -2 1 12 |=—| -18
°PT% NG
-3 o0 J3)l 1 16\3
Equating thisto Rx and multiplying through by J6 gives
6V2 242 4/2)(x) (18/2
0 -2 2 |y|=| -18
0 0 4/3)\z) (163
From the bottom row we have 4z=16 = z=4.
Expanding the middle row we have
—2y-2z=-18 = -2y-2(4)=-18 = y=5
Using the top row we have
6x—-2y+4z=18 = 6x-2(5)+4(4)=18 = x=2
Our solutionis x=2, y=5 and z=4.

8. Weneed to provethat Q'Q =1 = Q isan orthogonal matrix.

Proof.
Let Q=(v, Vv, Vv, - v,).Weassume Q'Q=1 and writing this out:
T
QTQZ(Vl Vo, Vg oo Vn) (Vl Vo Vg oo Vn)
v,
:
v
= 2 (Vl V, V; Vn)
v,
l-r 1 VlT 2 1T n 1 0 0
T T T
_|Va Vi VoV, 2 Vi | _ 01 0
: 0 '
VnTVl VnTV2 e VnTVn O e e 1

Equating the leading diagonal entriesin the last 2 matrices we have
v,'v, =1fori=1ton

Remember this equatesto v,"v, = v, -v, =||v, |* =1. Hence for i =1 to n the vector v,

is normalized which means each of thevectorsin Q=(v, v, v, - v )are

normalized.
Equating the remaining entries in the above we have

v,"v, =0 fori not equal to
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Remember this equates to viij =V, -Vv; =0. Hencefor each i not equa to the
vectors are orthogonal to each other. Thismeans al the distinct vectorsin

Q=(v, v, v, - v,)aeorthogona. By
Definition (4-5).
A squarematrix Q=(v, Vv, Vv, - v,)whosecolumns v, Vv,, Vv, - v,

are orthonormal (perpendicular unit) vectorsis called an orthogona matrix.
We have Q is an orthogona matrix.

9. We haveto prove the following result:

Let Q be an nby nmatrix and u beavector in R". We have
Q isan orthogonal matrix < [Qul = u]

Proof.
(=) . Thisfollows directly by applying Proposition(4-14):

Proposition (4-14). Let Q be an n by n matrix and u and v be vectorsin R". We have
Q isan orthogonal matrix < Qu-Qw=u-w

Because Qu-Qu = ||Qu||2 and u-u= ||u||2 Hence we have
Q isan orthogona matrix = ||Qu||2 :||u||2 = [|Qu|=]u|
(<) . Assume |Qui =]ju| and we need to show that Qu-Qw =u-w for any u and w

because then by Proposition (4-14) we have that Q is an orthogonal matrix.
Let u =v —w then

[Qul” =Qu-Qu=Q(v-w)-Q(v-w)
=QV-Qv-2(Qv-Qw)+Qw-Qw
=[Qv]" ~2(Qv-Qw) +|Qw]
=V -2(Qu-Qw)+|w[* (1)
Squaring our assumption |Qul = |u| we have
[Qul =Julf = (v-w)-(v-w)
=V -2(v-w)+[w]" (1)
Equating (1) and (1) gives
||v||2 - 2(QV-QW)+||W||2 = ||v||2 -~ 2(v-w)+||w||2 implies Qv-Qw =v-w
Since we have Qv-Qw =v-w so by (4-14) we conclude that Q is orthogonal.

10. We are required to prove that if | Au||=1 for al unit vectors u then A isan

orthogonal matrix. How?
We use the above Proposition (4-15) of the above question 9.
Proof.


acauser3
스탬프

acauser3
스탬프
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We have been given that || Au| =1 for all unit vectors u. We have

|Au|=1=|ul| [Becauseu isaunit vector]
By (4-15) we conclude that matrix A is orthogonal.

11. We need to prove that if Q is orthogonal then Q' is also orthogonal .
Proof.
Using
Proposition (4-13). Q is an orthogonal matrix < Q' =QT.
Taking the transpose of both sidesof Q" =Q" we have

1 T T T

(Q") =(Q") =Q
We can also interchange the inverse and transpose operations:
-1
(@) =Q
Hence by (4-13) the matrix Q' is orthogonal.
|

12. We need to prove that the columns and rows of an orthogona matrix Q arelinearly
independent.

Proof.

Let Q be an orthogonal matrix. Since the columns of an orthogonal matrix Q are

orthogonal to each other so by:

Proposition (4-8). If isan orthogonal set of non-zero vectorsin an inner product
space then they are linearly independent.
The columns of the matrix Q are linearly independent.

By result of question 11 which says the transposed matrix Q' is also orthogonal so the
rows of the matrix Q are orthogonal because the rows of Q become columns of matrix
Q" whichis orthogonal.





